
● DA requires learning of two types of features:
○ Task-specific (TS) factors → goal task-oriented 

features that generalize across domains
○ Domain-specific (DS)  factors → crucial in-domain 

characteristic knowledge
● Conventional DA methods focus on domain-invariant 

(DI) learning by aligning TS factors only
○ Limitations: Does not guarantee optimal 

performance as distance b/w the DI model and the 
support of a DS model is large.

● We motivate disentanglement and learning of both DS 
and TS factors for improved SFDA.

● Insight 1 → Domain-specificity leads to improved DA
○ An in-domain-trained model better represents 

domain-specific characteristics
● Insight 2 → Disentanglement of DS and TS  factors 

enables better control over them

Domain-Specificity-inducing Transformers
for Source-Free Domain Adaptation

Sunandini Sanyal*, Ashish Ramayee Asokan*, Suvaansh Bhambri*,
Akshay Kulkarni, Jogendra Nath Kundu, R. Venkatesh Babu 

Vision and AI Lab, Indian Institute of Science, Bangalore, India

Approach : Domain-Specificity-inducing Transformer (DSiT)

Acknowledgements: This work was supported by a research grant from the Kotak IISc AI-ML Centre (KIAC)

Introduction

Conventional DA works 
(Baseline)

Src-Class-2Src-Class-1

With Domain Specificity
(Ours)

Tgt-Class-2Tgt-Class-1

Key Insights

Results on Single-source DA Results on Multi-source DA (OH)

Vendor side training

● Goal task training →  Train        ,       ,      , and      using        
asda on the source domain

● Domain-specificity Disentanglement → Train       ,     ,  
and       using          on the source domain

Client side training

● Goal task training →  Train       ,       ,     , and      using 
Information Maximization on the target domain

● Domain-specificity Disentanglement → Train       ,     , 
and       using          on the target domain

We demonstrate gains over SOTA methods across single-source, multi-source, and multi-target DAWe demonstrate better source-target separation (blue, 
green) and better task-specificity (pink)

Domain 
Classifier

Task 
Classifier

B. Domain-Specificity Disentanglement C. Domain-Specific Goal Task Training

Domain-Representative 
Input (DRI)

Input

A. DRI Dataset Extraction

Dataset

Augmentations

Task-label destructive 
transform

patch-
shuffle

Results on Multi-target DA (OH)


