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Abstract

Reconstructing a high-resolution 3D model of an ob-
ject is a challenging task in computer vision. Designing
scalable and light-weight architectures is crucial while ad-
dressing this problem. Existing point-cloud based recon-
struction approaches directly predict the entire point cloud
in a single stage. Although this technique can handle low-
resolution point clouds, it is not a viable solution for gener-
ating dense, high-resolution outputs. In this work, we intro-
duce DensePCR, a deep pyramidal network for point cloud
reconstruction that hierarchically predicts point clouds of
increasing resolution. Towards this end, we propose an ar-
chitecture that first predicts a low-resolution point cloud,
and then hierarchically increases the resolution by aggre-
gating local and global point features to deform a grid.
Our method generates point clouds that are accurate, uni-
form and dense. Through extensive quantitative and quali-
tative evaluation on synthetic and real datasets, we demon-
strate that DensePCR outperforms the existing state-of-the-
art point cloud reconstruction works, while also providing a
light-weight and scalable architecture for predicting high-
resolution outputs.

1. Introduction
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Figure 1. Hierarchical reconstruction of a 3D model in stages.

We inhabit a world of illuminated physical objects hav-
ing diverse shapes, sizes and textures. The human visual
system is capable of processing the retinal image of an ob-
ject to extract the underlying 3D structure. Our 3D per-

ception capabilities go beyond mere reconstruction of the
overall shape. We are highly adept at capturing finer details
present on the object surface. This ability to effectively cap-
ture accurate 3D characteristics is vital to our understanding
of the physical world and manipulation of objects within it.

Machines would greatly benefit from learning to per-
ceive the 3D world as humans do. A number of tasks
such as robot grasping, object manipulation, and navigation
are inherently dependent upon an agent’s ability to under-
stand physical objects and scenes. Further, the ability to
not only have an understanding of the overall shape, but to
also model the two-dimensional surface manifold is a crit-
ical function in 3D perception. An ideal machine would
have the capacity to hierarchically grow its understanding
of a surface representation (Fig. 1).

With the recent advances in deep learning, the problem
of 3D reconstruction has largely been tackled with the help
of 3D-CNNs that generate a voxelized 3D occupancy grid.
Unlike 2D images, where all the pixels add rich spatial
and structural information, volumetric representations suf-
fer from sparsity of information. The information needed
to perceive the 3D structure is provided by surface voxels,
while the voxels within the volume increase the represen-
tational and computational complexity with minimal addi-
tion in information. This representation is particularly in-
efficient to encode high resolution outputs since the surface
to volume ratio diminishes further with increase in resolu-
tion. 3D CNNs are also compute heavy and add consider-
able overhead during training and inference.

The drawbacks of volumetric representations are allevi-
ated by 3D point clouds. Point clouds are a more efficient
alternative, since the points are sampled on the surface of
the object, and can effectively capture detailed surface in-
formation. An inherent challenge in processing a point
cloud however is that it is unordered i.e. any permutation
of the points doesn’t alter the 3D structure that it repre-
sents. CNN architectures have traditionally been used for
analyzing ordered data such as images, voxelized grids, etc.
Extending the above for unordered representations such as
point clouds has very recently been studied using architec-
tures and loss formulations introduced in [18, 20, 5, 23, 14].



However, existing point cloud based reconstruction works
directly predict the full resolution point cloud in a single
stage. This has a number of issues when it comes to predict-
ing dense outputs. (1) First, there is a substantial increase in
the number of network parameters, which makes it difficult
to scale up such architectures. (2) Second, loss formula-
tions such as the Earth Mover Distance, which is frequently
applied on point sets is computationally heavy and its ap-
plication to dense outputs would add considerable memory
and time overhead. As a result, dense predictions would fail
to benefit from some of the properties enforced by such loss
formulations such as uniformity in points.

In this work, we seek to find answers to two important
questions in the task of single-view reconstruction (1) Given
a two-dimensional image of an object, what is an efficient
and scalable solution to infer a dense 3D point cloud recon-
struction of it? (2) How do we upscale light-weight sparse
point cloud representations so as to approximate surfaces in
higher resolutions? To address the former issue, we use a
deep pyramidal architecture that first predicts a low-density
sparse point cloud using minimal parameters, and then hier-
archically increases the resolution using a point processing
framework. To achieve the latter, we propose a mechanism
to deform small local grids around each point using neigh-
bourhood terrain information as well as global shape prop-
erties. These learnt local grids now approximate a surface in
the next stage. The benefits of this technique are two-fold.
First, predicting a low resolution coarse point cloud enables
us to utilize loss formulations that otherwise may be very
intensive for dense point clouds. This leads to better quality
predictions. Second, using a pyramidal approach on point
sets drastically reduces the number of network parameters,
a crucial operation for dense predictions.

In summary, our contributions in this work are as fol-
lows:

� We propose a deep pyramidal network for point cloud
reconstruction called DensePCR, that hierarchically
predicts point clouds of increasing resolution. Inter-
mediate point clouds are super-resolved by extracting
global and local point features and conditioning them
on a grid around each point, so as to approximate a
surface in the higher resolution.

� We perform a network analysis of the proposed ar-
chitecture to compare against existing approaches and
demonstrate that densePCR has substantially fewer
number of learnable parameters, an essential require-
ment for dense prediction networks. Specifically, our
network gives rise to 3X reduction in the parameters
as compared to the baseline point cloud reconstruction
networks.

� We highlight the efficacy of this network in generat-
ing high quality predictions by evaluating on a large

scale synthetic dataset, where we outperform the state-
of-the-art approaches by a significant margin, despite
having fewer parameters.

� We evaluate DensePCR on real data and demonstrate
the generalization ability of our approach, which sig-
nificantly outperforms the state-of-art reconstruction
methods.

2. Related Work
3D Reconstruction For a long time, the task of 3D recon-
struction from single-view images had largely been tackled
with the help of 3D CNNs. A number of works have re-
volved around generating voxelized output representations
[6, 30, 3, 19, 11, 31, 27]. Giridhar et al. [6] learnt a joint
embedding of 3D voxel shapes and their corresponding 2D
images. Wu et al. [30] used adversarial training in a varia-
tional setup for learning more realistic generations. Choy et
al. [3] trained a recurrent neural network to encode informa-
tion from more than one input views. But voxel formats are
computationally heavy and information-sparse, which lead
to research on the octree data structure for representing 3D
data [25, 22, 21, 9, 28].

Recently, Fan et al. [5], introduced techniques for
generating unordered point clouds to obtain single-view
3D reconstruction results outperforming volumetric ap-
proaches [3]. While [5] directly predict the 3D point
cloud from 2D images, our approach stresses the impor-
tance of first predicting a low-resolution point cloud and
super-resolving it to obtain a dense prediction. Groueix et
al. [7] represented a 3D shape as a collection of parametric
surface elements and constructed a mesh from the predicted
point cloud. Mandikal et al. [16] proposed a latent match-
ing setup in a probabilistic framework to obtain diverse
reconstructions. Other works also explore utilizing 2D
supervision in the form of silhouettes and depth maps for
3D reconstruction [32, 26, 29, 34, 8, 15, 10]. Apart from
reconstruction, others 3D perception tasks have also been
performed using point clouds [1, 33, 17].

Hierarchical Prediction The concept of Laplacian pyra-
mid networks has been previously used in 2D vision tasks
for hierarchical prediction. Denton et al. [4] proposed a
generative adversarial network to generate realistic images
based on a Laplacian pyramid framework (LAPGAN). Lai
et al. [13] extended the above by introducing a robust loss
formulation and making architectural modifications for im-
proving speed and accuracy. In the 3D vision domain, Hane
et al. [9] proposed an octree-based method for hierarchical
surface prediction. While the focus of [9] is on extending a
volumetric representation into an octree-based one to enable
surface prediction, we directly operate on points sampled on
the object surface.



Figure 2. Overview of DensePCR.a) The training pipeline consists of �rst predicting a low-density point cloud, and then hierarchically
increasing the resolution. A multi-scale training strategy is utilized to enforce constraints on each of the intermediate outputs.b) Inter-
mediate point cloud (XP ) is super-resolved by extracting global (X g ) and local (X l ) point features and conditioning them on a coordinate
grid (X c) around each point to generate a dense prediction.

Yu et al. [33] proposed a network to upsample point
clouds (PU-Net), which is more related to our work. How-
ever, the proposed DensePCR differs from PU-Net in two
aspects. First, the objectives of the two models are differ-
ent. PU-Net is a super-resolution model which is designed
to upsample input point clouds which display high unifor-
mity albeit with some resistance to small noise. On the
contrary, the proposed DensePCR is a reconstruction model
that predicts a particular 3D point cloud based on the given
RGB image and then increases the resolution. It is impor-
tant to note that the point clouds to be upsampled are far
from ideal, unlike in the case of PU-Net. Second, PU-Net
uses a repulsion loss to avoid point clustering and ensure
that output points are well-separated. In contrast, we en-
sure that points don't cluster in higher resolutions by condi-
tioning aggregated features on a local grid. This is akin to
deforming small local grids around each point while upscal-
ing. Furthermore, PU-Net uses the computationally expen-
sive Earth Mover's Distance (EMD) loss at higher resolu-
tions, while we use the more light-weight Chamfer distance
metric.

3. Approach

Our training pipeline consists of a multi-stage training
paradigm as outlined in Fig. 2. The input RGB image is
passed through an encoder-decoder network that outputs the
reconstructed point cloud at a low resolution. This interme-
diate output is subsequently passed through a dense recon-
struction network to obtain a high-resolution point cloud.
This is done via aggregating global and local point features
and conditioning them around a coordinate grid to approx-
imate a surface around each point in the higher resolution.
Point set distance based losses are enforced at every stage
to ensure a coherency of intermediate outputs. Each of the
components of our approach is described in detail below.

3.1. Multi­Stage Training

Our goal is to train a network to generate a dense 3D
point cloud given a singl-view image. For this purpose, we
train a deep pyramidal neural network in a hierarchical fash-
ion (Fig. 2a). An encoder-decoder network takes in an in-
put RGB imageI and outputs a sparse 3D point cloudbXP .
Since a point cloud is an unordered form of representation,


